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Abstract-In the wiretap channel model, symbols transmitted 
through a main channel to a legitimate receiver are observed 
by an eavesdropper across a wiretapper's channel. The goal of 
coding for wiretap channels is to facilitate error-free decoding 
across the main channel, while ensuring zero information transfer 
across the wiretapper's channel. Strong secrecy requires the total 
information transfer to the eavesdropper to tend to zero, while 
weak secrecy requires the per-symbol information transfer to go 
to zero. In this paper, we will consider coding methods for binary 
wiretap channels with a noiseless main channel and a BEC or a 
BSC wiretapper's channel. We will provide conditions and codes 
that achieve strong and weak secrecy for the BEC case. For 
the BSC case, we will discuss some existing coding methods and 
develop additional criteria for secrecy. 

I. INTRODUCTION 

Secrecy systems have been modeled using wiretap channels 
since Wyner introduced them in 1975 [1]. In the classic 
wiretap system, Alice tries to communicate with Bob through 
a main channel and Eve is listening to this communication 
via a wiretap channel. The security of such a system can 
be characterized using different metrics. One such metric 
is the mutual information between the transmitter and the 
eavesdropper. The metric based on mutual information itself 
can be defined in strong and weak sense as the message length 
becomes very large. 

Let xn be the n-length encoded version of a nR-bit mes­
sage transmitted by Alice and let zn denote Eve's information. 
The message is said to be strongly secure as the message 
length n becomes very large, if limn-+oo J(xn, zn) = 0, and 

akl ·f 1· I(Xn Zn) ° Th . we y secure 1 Imn-+oo r: = .  e secrecy capacity 
is the maximum rate R achievable over the main channel 
under the secrecy condition for the wiretapper's channel. 
Surprisingly, both strong and weak secrecy requirements result 
in the same secrecy capacity [2], [3]. 

Coding for wiretap channels has not attracted much research 
attention, except for a few efforts such as [4]-[9], which 
work with weak secrecy. Coding for strong secrecy has not 
received any attention at all, except for the multi-round method 
suggested and studied in [2], which relies on the equivalence 
of key-generation with one-way communication and coding 
for the wiretap channel. 

In this work, we revisit the LOPC-based coset coding 
scheme of [6] for the binary erasure wiretap channel and 
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the binary symmetric wiretap channel. It turns out that this 
scheme achieves strong secrecy on the erasure wiretap channel 
provided the block error probability for the sequence of LDPC 
codes decays faster than � with the block length n in a 
binary erasure channel. A careful stopping set analysis of 
small-cycle-free LDPC ensembles (for a large enough girth 
and minimum left degree), using the method of [10], shows 
that the probability of block error under iterative decoding 
decays as O( �), whenever the erasure probability is lower 
than a certain threshold. 

For the binary symmetric wiretap channel, we derive con­
ditions on the weight distributions of LDPC codes that result 
in strong and weak secrecy. The main method used here is the 
MacWilliams identity relating a code's weight distribution to 
its dual's weight distribution. We compute thresholds below 
which the codes achieve secrecy and compare with degraded 
erasure channel thresholds following [7]. In the process, we 
also show that dual of codes that have good performance 
over a binary symmetric channel can be used in coset coding 
for secrecy in a binary symmetric wiretap channel. This is a 
result similar to the coset coding result for an erasure wiretap 
channel. 

The rest of the paper is organized as follows. In Section II, 
we present results for the binary erasure wiretap channel 
establishing connections between strong secrecy and the decay 
of probability of block error with code length. A study of 
the secrecy thresholds for different LDPC ensembles and a 
comparison with secrecy capacity are also presented. In Sec­
tion III, we present results for the binary symmetric wiretap 
channel. Some concluding remarks are made in Section IV 

II. BINARY ER ASURE WIRETAP CHANNEL 

The binary erasure wiretap channel, denoted by BEWC(€), 
is illustrated in Fig. 1. The channel between the legitimate 
parties is noiseless while the eavesdropper's channel is a binary 
erasure channel with erasure probability € (denoted BEe ( €). 
The secrecy capacity of this wiretap channel is Cs = € [1]. 

The "coset coding" scheme to communicate secretly over 
this channel, proposed in [5], is the following. Prior to 
transmission, Alice and Bob agree on a (n, n - k) code C 
with parity check matrix H. The coset of C with syndrome 
sk is denoted by C(sk) = {xn E {o,l}n : sk = xnHT}. To 
transmit a message M of k bits, Alice transmits a codeword 
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Fig. 1. Binary erasure wiretap channel. 
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xn chosen uniformly at random in C(M). Bob decodes his 
received codeword xn by forming the syndrome xnHT. 

The following theorem due to Ozarow and Wyner connects 
the equivocation of the eavesdropper to algebraic properties of 
the generator matrix. 

Theorem 1 ( [5]). Let C be a (n, n - k) code with generator 
matrix G = [gl , ... , gn], where gi represents the i-th column 
of G. Let zn be an observation of the eavesdropper with f1 
unerased position given by {i: Zi �?} = {i1 , ... ,iJL}' Let 
GJL = [% ... gi,.]. Then, IHl(Mlzn) = k iff GJL has full rank. 

Based on Theorem I, we can now connect the rate of 
convergence of lI(M; zn) to the probability that a submatrix 
of G has full rank. 

Lemma 1. Let G JL be the submatrix of G corresponding to 
the unerased positions in zn. Let Pnf be the probability that 
G JL is not full rank. Then, a coset coding scheme operates with 
strong secrecy if the probability Pnf is such that Pnf = O( n� ) 
for some a > l. 

Proof" We can lower bound IHl(Mlzn) as 

IHl(Mlzn) 2: IHl(Mlzn, rank( GJL)) 
2: IHl(MIZn,GJL is full rank)IP'[GJL is full rank] 

= k(1- Pnf) = k - RsnPnf 

If Pnf = O(n� )' then lI(M; zn) = k -IHl(Mlzn) ::; O(n"Lt}, 
which can be made arbitrary small for n sufficiently large and a> 1. • 

Let Cn(>\ ,p) be an LOPC ensemble with n variable nodes, 
left edge degree distributions A(X) = L:i>l AiXi-1 and right 
node degree distribution p(x) = L:i>� PiXi-1 [11, §3.4] 
with possibly some expurgations. The-degree distributions 
A(X), p(x) are from an edge perspective, that is Ai is the 
fraction of edges connected to a variable node of degree i 
and Pj is similarly defined. 

Let p� n) ( f) denote the probability of block error for codes 
from Cn(A , p) over BEC(f) under iterative decoding. An im­
portant interpretation of P� n) ( f) is the following: for a parity­
check matrix H with degree distribution (A ,p), 1- p�n)(f) 
is a lower bound on the probability that erased columns of 
H (over a BEC(f)) form a full-rank submatrix. Using this 
interpretation and results from [6], we have the following 
immediate corollary of Lemma I. 
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Corollary 1. If there exists f* > 0 such that p� n) (f) = 

O(n1",,), (a > 1) for f < f*, then the dual of a code 
from Cn(A, p) used in a coset coding scheme provides strong 
secrecy over a BEWC( f) for f > 1 - f*. 

It is immediately clear that we will have f* ::; fth, where 
fth is the erasure threshold for the ensemble over LOPC codes 
[11]. As noted in [6], when f ::; fth we have weak secrecy. 

Next, we define the sub-ensemble of Tanner graphs [11] 
whose girth is at least 2k for some integer k 2: 2 which does 
not change with the block length n. We denote the ensemble of 
all Tanner graphs by Q(n, A, p) and the sub-ensemble of girth 
2: g graphs by Q 9 (n, A, p) . We associate i sockets to each node 
of degree i. An edge in a Tanner graph is an unordered pair 
containing one bit node socket and one check node socket. A 
Tanner graph with lEI edges has lEI sockets on each side. 
Therefore, the size of the ensemble equal to the number of 
permutation of the check node sockets, which is IEIL 

Let p1T (C, f) be the probability of block error when the 
code C is transmitted over BEC( f) and iteratively decoded. 
We define [10] 

fef � sup {f: max (')'(a) + (1- a)h( �=a ) - h(f)) ::; o} 
aE[O,e] a 

where h( x) is the binary entropy function calculated using 
natural logarithms and ')'( a) is the normalized stopping set 
distribution computed as shown in [10]. Note that ')'(a) and 
fef are calculated over the entire ensemble Q (n, A, p) instead of 
the girth-restricted ensemble. The following theorem, proved 
in [12], shows the rate of decay for the block error probability 
averaged over the girth restricted ensemble. 

Theorem 2. For a randomly chosen C E Q2k(n, A, p) , with 
minimum variable node degree lmin, we have 

JE(p1T(C,f)) = 0 ( l 
1 ) 

nr�kl-k 
for f < fef. In the limits of small f and large n 

JE(p1T(C,f)) = 0 ( l 
fk ) 

nr�kl-k 
From the above theorem, the average block error probability 

in the girth-2k ensemble decays faster than ,& for lmin > 
2 and k > 2. This corresponds to LOPC ensembles with a 
minimum bit node degree of at least 3 and girth at least 6. 
By corollary 1, the duals of these LOPC codes achieve strong 
secrecy over a BEWC of erasure probability 1 - fef. 

For LOPC degree distributions with minimum degree 2: 3 
and a given rate, we examine the values of f for which 
weak secrecy according to [6] and strong secrecy using girth 
restricted ensembles according to Theorem 2 are achieved. The 
thresholds ftb and fef are shown in Fig. 2 for various regular 
and irregular codes of rate-112 taken from [13]. 

Fig. 2 reveals that codes that are optimized to achieve large 
erasure thresholds ftb result in a low fef i.e. achieve strong 
secrecy only for large values of f. For example, the (3, 6) 
regular distribution with fth = 0.429 and fef = 0.366 achieves 
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Fig. 2. Erasure thresholds (€lh and €ef) for various regular and irregular 
rate-112 codes. 

a secret communication rate of 0.5 with weak secrecy when 
f E (0.571,0.634] and with strong secrecy when f > 0.634. 
On the other hand, the threshold-optimized [13] distribution 
pair -X(x) = 0.5473x2 + 0.2950 x18 + 0.0 632 x69 + 0.094 5x82, 
p(x) = x9 with fth = 0.4 60 and fef = 0.171 achieves weak 
secrecy for f = (0.54,0.829] and strong secrecy for f > 0.829. 

III. BINARY SYMMETRIC WIRETAP CHANNEL 

We define the binary symmetric wiretap channel, denoted 
BSWC(P), to be the wiretap channel where the main channel 
is a noiseless link and the wiretapper's channel is a Binary 
Symmetric Channel (BSC) with transition probability p. Alice 
codes her messages using cosets of an (n, n - k) linear block 
code C. Alice can send 2k messages, where each message 
corresponds to a particular coset of C. 

Let Sk denote the secret message, xn the transmitted 
word and zn the received word of Eve. Since the wire­
tapper's channel is a BSC, we have zn = xn + En, 
where En = [El E2··· En] and Ei E {O, I} are iid with 
Prob{Ei = I} = p. Let the cosets of C be CWi = Wi + C, 
where Wi (i E {I, 2, ... ,2k}) denote the coset leaders with 
WI being the all-zero vector and C = CW1• 

It can be shown that 

= k - Hcode(p), (2) 

where HCode(P) = -I:i=1:2k peEn E CwJ log2 peEn E 
CwJ. The condition of security, viz I(zn, Sk) --4 0, translates 
as HCode(P) --4 k or P(CwJ --42-k. 

Let Aj and Aj denote the number of words of weight j in 
the code C and the dual C1. , respectively. Using the arguments 
in [6] using MacWilliams identities, for P = (1 - (3)/2, we 
can show that 

where Olen) = I:j=l:n A�(3j and Olen) 2:: 10i(n)1 for all i. 
So, we have 

Hcode C ; (3) = - L Tk (1 + oi(n)) log (2-k (1 + oi(n))) , 
i=1:2k 

This implies 

2:: k (1 + Olen)) 
-(1 + Ol(n)) log (1 + ol(n)) . (4) 

lim I(zn; Sk) :::; R lim nOl(n) n----.oo n�oo 
+ lim (1 + Olen)) log (1 + ol(n)) , (5) n-+oo 

where the secrecy rate R = k / n is assumed to be constant 
as n --4 00. For strong secrecy, mutual information I(zn; Sk) 
should go to zero. This condition translates in terms of 01 (n) 
(from (5)) as, limn-+oo nOl(n) --4 O. The condition for weak 
secrecy in terms of 01 (n) is therefore, limn-+oo 01 (n) --4 O. 

In particular, we have weak secrecy in a BSWC(P) for P > 
(1 -(3*)/2, if for (3 < (3*, 

lim '" A�(3j --4 o. n�oo � j=l:n 
(6) 

We have strong secrecy for P > (1-(3*)/2, ifI:j=l:n A�(3j = 
O(1/n2) for (3 < (3*. 

A. Secrecy Threshold for Regular LDPC Codes 

We consider the specific case of regular LOPC ensem­
bles, and use results from the literature on average weight 
distributions to estimate a suitable (3*. Let the ensemble 
C (n, xc-I, xd-l) be a regular LOPC ensemble with variable 
node degree c and check node degree d. The average weight 
distribution of C(n,xC-l,xd-l) is given by ( [14] and refer­
ences therein), 

(7) 

where Ai is the average number of codewords of weight i in 
C (n, xc-I, xd-l ). The asymptotic average weight spectrum of 
C( n, xc-I, Xd-l) is defined as 

. log ALanJ rea) = hm rn(a) = . n-+oo n (8) 

For the regular LOPC ensemble, rea) is derived in [14] to be 

( 

(d ) 2j ) 1 I:j=o: d 2j X 
rea) = h(a) + c -h(a) + -d log inf hJ

d . x>o xa 

(9) 

Suppose a code C randomly chosen from C (n, xc-I, Xd-l ) 
(3) is used as the code C1. in the coset coding scheme over a 
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BSWC(P). Secrecy will depend on the limit of the following 
average of <:5t (n), defined as 

81 = lim '"' Aj(3j, n�oo � 
j=1:n 

= nl!.� (
J
'�

_1"W 
Aj(3j + L Aj(3j

) , 
j=(w+1):n 

(10) 

(11) 

where w = ( l  aon J -1) and ao is the smallest fraction for 
which r(ao) > 0 and r(a) < 0 for 0 < a < ao. Substituting 
(8) in (11), we get 

81 = lim n-+oo j=1:(LaonJ -1) 

+ (12) 
j=LaonJ :n 

Let T1 and T2 be the first and second terms in the RHS above. 
We have 

(13) 
j=1:( LaonJ -1) 

j=1:(l8nJ -1) 
L enrn(*)(3j, (14) 

j= L8nJ :(LaonJ -1) 
< L Aj + 

j=1:(l8nJ-1) j=L8nJ :(laonJ-1) 
(15) 

L Aj + 0 ( nen(maxaEI8,ao] r(a)+e)) . (16) 
j=1:(l8nJ-1) 

In order to approximate the first term in T1, we bound 
the expression for Aj. The average number of codewords 
of weight i in the LOPC regular ensemble C (n, xc-1 , xd-1 ) 
can be viewed in terms of selection of check node sockets. 
Each check node has d sockets and there are m = nc/ d 
check nodes. The term in the numerator of (7), Sic = 
coef 

( (L:j=o: l � J (�) x2j r� , x iC) 
is the number of ways 

of choosing ni = ic check node sockets out of all check 
node sockets such that an even number of sockets are picked 
from each check node. In [10], an upper bound is derived for 
the term S�c = coef ( ((1 + x)d -dx r� ,XiC) which is the 
number of ways of choosing ni check node sockets out of all 
check node sockets such that no check node is selected exactly 
once. The bound on S�c is applicable to Sic as well, since 
Sic::; S:c' As n increases, the highest order term in S�c will 
correspond to the situation when the sockets are distributed 
among l nd2 J check nodes (where we will have the term 
(L;t J) )' Looking at Sic, we observe that the highest order 
term is identical. Thus, the difference between Sic and S�c is 
only in lower order terms, and as n tends to 00 the order of 
decrease in n of both Sic and S�c is equal. Thus from [10], 

'"' - (1) 
� Aj = 0 

c 1 j=1:(l8nJ-1) nf 2'1-
(17) 
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for c> 2 and sufficiently small 8. 
The first term in T1 can be approximated as in (17), and 

it converges to zero if c > 2. The second term in T1 also 
converges to zero as n tends to 00 since r( a) < 0 V a E 
[8, ao]. Thus the term T1 converges to zero as n tends to 00. 

( rn(.1..) ) -j ----r--log,t3 
e n , (18) 

j=LaonJ:n 
< L e-j(-'Yt-log,t3) with '"Yt=m:x ( r�) ) , 

j=LaonJ :n 

< 
j=LaonJ:n 

< 1 
e-LaonJe. - 1 -e-e 

(19) 

(20) 

(21) 

As n tends to 00, laonJ also tends to 00. Thus, the term 
T2 will also converge to 0 as n tends to 00 for € > 0 and 
(3 < (3* = e-'Yt. This means that dual of regular LOPC codes 
with c > 2 will be weakly secure over a BSWC(p), whenever 
p > p* = (1- e-'Yt)/2. 

In fact, if c > 4 both nT1 and nT2 also converge to zero 
as n tends to 00 and (3 < (3* = e-'Yt. Thus, dual of regular 
LOPC codes with c > 4 are strongly secure over a BSWC(p), 
whenever p > p* = (1- e-'Yt)/2. 

B. Thresholds and Comparisons 

In Fig. 3, we compare the secrecy thresholds of regular 
LOPC codes over a BSWC(P) and compare with using codes 
that are secure over a BEWC. Since the BSC with cross-over 
probability p < 1/2 is physically degraded with respect to a 
BEC with erasure probability 2p, a code which is secure over 
a BEWC(€) for € > €o will be secure over a BSWC(P) with 
p > Po = €o/2. 
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Fig. 3. Secrecy thresholds for regular, rate-II2 LDPe codes. 

We see that the direct BSWC secrecy threshold is better 
than the BEC-degraded threshold for all cases, except c = 3. 
The difference is significantly higher for larger c. 
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In Fig. 4, the same comparison is done for LOPC ensembles 
with different rates and fixed c value, C = 5. The BSWC 
threshold is found to be better than BEC-degraded threshold 
for all rates considered. 
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Fig. 4. Secrecy thresholds for regular LDPC ensembles with c = 5. 

IV. CONCLUSION AND FUTURE DIRECTIONS 

In this work, we have shown that duals of LOPC codes 
with girth greater than 4 and minimum left degree at least 3 
achieve strong secrecy on the binary erasure wiretap channel. 
For the binary symmetric wiretap channel, we derive secrecy 
thresholds for LOPC codes and show that duals of regular 
LOPC codes with left degree greater than 4 achieve strong 
secrecy. The constraint on the dual code is in the form of a 
union bound for ML probability of error for the code over a 
BSC. This indicates that the dual of a code which is 'good' in 
the conventional sense (probability of ML decoding error tends 
to zero at high block length), is secure over a BSWC. This 
fact has been observed before for the BEC wiretap channel. 
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